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Everything is Recommendation

Recommender 
Systems 

Information overload

Age of Information Explosion Recommend item X to user

Items can be Products, News, Movies, 
Videos, Friends, etc. 
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Everything is Recommendation

A B C

Product recommendation

• Recommendation has been widely applied in online services:
• E-commerce, content sharing, social networking ...  
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Everything is Recommendation
• Recommendation has been widely applied in online services:

• E-commerce, content sharing, social networking ...  

News/video/image recommendation
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Everything is Recommendation

Friend recommendation

• Recommendation has been widely applied in online services:
• E-commerce, content sharing, social networking ...  
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Historical user-item interactions or additional 
side information (e.g., social relations, item’s 
knowledge, etc.) INPUT

Item set

User set Social relations, age, gender,
occupation, etc.

Year, genre, actor,
reviews, etc.

! users

! items 
(movies) …

…

User-item Interaction History

5
5

5 5
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Spider 
Man

Iron ManToy 
Story

MinionsCaptain
America

Lily LalaPeter David

Industrial Recommender Systems

Predict how likely a user would interact 
with a target item (e.g., click, view, or 
purchase)OUTPUT
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Dataset

Optimization
Metric

Constraints
(Time & Cost)

Machine Learning Recommendation
Model

Industrial Recommender Systems
• The success of a RS algorithm is NOT limited to the accuracy/ranking quality

• Business metric: eCPM, CTR, LTV, PV, VV…
• Resource limitation: computing and memory resource.
• Data engineering
• Response latency

Recall

Ranking

Re-ranking
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Multi-stage Recommender Systems
• The recommendation task is split into multiple stages

• Each stage narrows down the relevant items
• To balance the effectiveness-efficiency trade-off
• Complex models are more accurate but time consuming
• Simple models are less accurate but more efficient

Recall

Re-ranking

Item Pool

Item 1
Item 2
Item 3
Item 4
Item 5
……

Pre-ranking Ranking Re-ranking
millions thousands hundreds dozens dozens
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Recall Stage
• Retrieve relevant items from candidate item pool quickly
• Multiple retrieve strategies

• Rule-based (popular, category, etc.)
• Model-based

• Multiple objectives (relevance, diversity, etc.)

Re-ranking

Item Pool

Item 1
Item 2
Item 3
Item 4
Item 5
……

Pre-ranking Ranking Re-ranking
millions thousands hundreds dozens dozens

Recall
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Recall

Ranking

Two-tower

Transformer

Graph

Knowledge Graph
Re-ranking

Covington, et al. “Deep Neural Networks for YouTube Recommendations.” In RecSys, 2016.

Sun, et al. “BERT4Rec: Sequential Recommendation with Bidirectional Encoder Representations from Transformer.” In CIKM, 2019.
Ying, et al. "Graph Convolutional Neural Networks for Web-Scale Recommender Systems." In KDD, 2019.
Wangle, et al. “RippleNet: Propagating User Preferences on the Knowledge Graph for Recommender Systems.” In WWW, 2018.

Recall Stage
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Pre-ranking Stage
• Filter irrelevant items efficiently
• Balance between efficiency and effectiveness
• Compared to the ranking stage

• Fewer features
• Simpler models

Recall

Re-ranking

Item Pool

Item 1
Item 2
Item 3
Item 4
Item 5
……

Ranking Re-ranking
millions thousands hundreds dozens dozens

Pre-ranking
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Ranking

Re-ranking

Wang Z, Zhao L, Jiang B, et al. “Cold: Towards the next generation of pre-ranking system”. arXiv preprint arXiv:2007.16122, 2020.
Yu Y, Wang W, Feng Z, et al. “A dual augmented two-tower model for online large-scale recommendation”. In DLP-KDD, 2021.
Xiangyang Li, Bo Chen, et al. “IntTower: the Next Generation of Two-Tower Model for Pre-Ranking System”, In CIKM, 2022. 

Pre-ranking Stage
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Ranking Stage
• Infer user’s preference over candidate items accurately
• Compared to the pre-ranking stage

• More features (including multi-modal features)
• More complex models
• Feature interaction, user behavior modeling
• Multi-task, multi-domain

Recall

Re-ranking

Item Pool

Item 1
Item 2
Item 3
Item 4
Item 5
……

Pre-ranking Ranking Re-ranking
millions thousands hundreds dozens dozens
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Recall

Ranking

Multi-task Multi-modal

Li, Yuan, et al. “TransRec: Learning Transferable Recommendation from Mixture-of-Modality Feedback”. arXiv preprint arXiv:2206.06190, 2022.
Sheng, Xiang-Rong, et al. “One model to serve all: Star topology adaptive recommender for multi-domain ctr prediction.” In CIKM, 2021.

Wang R, Fu B, Fu G, et al. “Deep & cross network for ad click predictions”. In ADKDD, 2017

Feature
interaction

Zhou G, Zhu X, Song C, et al.” Deep interest network for click-through rate prediction.” In KDD 2018

User behavior
modeling

Ranking Stage
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Re-ranking Stage
• Re-arrange the input ranking list according to the objectives
• Consider listwise-context/cross-item interaction
• Multiple objectives (relevance, diversity, etc.)

Recall

Re-ranking

Item Pool

Item 1
Item 2
Item 3
Item 4
Item 5
……

Pre-ranking Ranking Re-ranking
millions thousands hundreds dozens dozens
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• Formulation:

𝜙∗ = argmin")
#,%

ℒ(𝑌, 𝜙(𝑅))

where 𝑅 is the input initial list contains 𝑛 items, 𝑌 ∈ ℝ& is the supervision signal, 
ℒ(⋅) is the loss function, 𝜙 is the ranking function.

Re-ranking Stage
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Re-ranking vs. Ranking
• Re-ranking

• Multivariate
• Take a list of items at a time
• Cross-item interactions/mutual 

influences between items
• Finding the best permutation is 
NP-hard

• Ranking
• Univariate
• Take one item at a time
• Feature-level interactions within 

each item

𝑓 𝑓(           )
...
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A Taxonomy
• Objectives: 

• Accuracy-oriented re-ranking
• Diversity-aware re-ranking
• Fairness-aware re-ranking

Recall

Ranking

Re-ranking

• Supervision signals:
• Learning by observed signals 
⇒ actual displayed list
• Learning by counterfactual signals 
⇒ counterfactual permutations

Development characteristics
• Mostly focus on accuracy-oriented re-ranking
• Attention-based network structure becomes 

popular
• Few works discuss counterfactual signals for 

multi-objective re-ranking
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Some Statistics
• The study of neural re-ranking starts in 2016
• Till August 2022, there are about 40 papers on neural re-ranking
• Industry focuses more on accuracy-oriented re-ranking
• Academia focuses more on fairness and diversity for re-ranking

Recall

Ranking

Re-ranking

Number of papers published on accuracy-oriented re-ranking Number of papers published on diversity- or fairness-aware re-ranking
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Outline
• Introduction

• Multi-stage recommender systems
• Neural re-ranking

• Single objective: Accuracy oriented
• Learning by observed signals
• Learning by counterfactual signals
• LibRerank library 

• Multi-objective
• Diversity-aware re-ranking
• Fairness-aware re-ranking

• Emerging applications
• Summary
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Accuracy-oriented Re-ranking
• Accuracy is the fundamental goal for recommender systems.
• Learning by observed signals

• Trained by actual displayed lists and corresponding feedback provided by users
• Learning by counterfactual signals

• Item’s relevance varies under different permutations
• Trained by counterfactual permutations and feedback provided by an additional evaluator
• Conterfactual lists: permutations that have not been actually displayed to the users

𝑛! permutations

A B C

A C B

B A C

B C A

C A B

C B A

Only one permutation is 
displayed to the user, and can 
get feedback
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Accuracy-oriented: Network Structure
• Learning by observed signals

• Embed user and item features into low-dimensional dense vectors
• Extract the cross-item interactions by the listwise context modeling module

• Learning by counterfactual signals
• Generator: generate feasible permutations
• Evaluator: evaluate the listwise utility of each permutation

Recall
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Accuracy-oriented: Learning by Observed Signals
• Simple and straightforward.
• The actual feedback provided by users is less noisy and easier to train.
• Listwise context modeling

• Recurrent listwise modeling: LSTM, GRU, BiLSTM…
• Attentive listwise modeling: self-attention, cross-attention…
• Others: GNN, MLP….

Recurrent listwise modeling

DLCM [Ai et al., 2018]
MiDNN [Zhuang et al., 2018]
Seq2Slate [Belllo et al., 2018]

Attentive listwise modeling

PRM [Pei et al., 2019]
PFRN [Huang et al., 2020]

Raiss [Lin et al., 2022]
PEAR [Li et al., 2022]

Other network structures

List-CVAE [Jiang et al., 2019]
PivotCVAE [Liu et al., 2021]

HRM [Li et al., 2019]
IRGPR [Liu et al., 2020]
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Learning by Observed Signals: Recurrent Listwise Modeling
• DLCM

• GRU
• Capture the local ranking context of top 

items.

• Seq2Slate
• Pointer network
• At each step, predict the next “best” 

item. 

Irwan Bello, Sayali Kulkarni, Sagar Jain, et al. Seq2slate: Re-ranking and slate optimization with rnns, 2018.
Qingyao Ai, Keping Bi, Jiafeng Guo, et al. Learning a deep listwise context model for ranking refinement. In SIGIR, 2018.
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Learning by Observed Signals: Attentive Listwise Modeling
• Personalized Re-ranking for Recommendation (PRM)

• Self-attention mechanism
• The influence degrades along with the encoding distance in RNN-based approaches
• Captures mutual influences between any pair of items
• More efficient, can be made parallel

• Personalized re-ranking
• Pretrained user embedding

Changhua Pei, Wenwu Ou, et al. Personalized re-ranking for recommendation. In RecSys, 2019.
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Personalized Re-ranking for Recommendation

Changhua Pei, Wenwu Ou, et al. Personalized re-ranking for recommendation. In RecSys, 2019.
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Personalized Re-ranking for Recommendation

Changhua Pei, Wenwu Ou, et al. Personalized re-ranking for recommendation. In RecSys, 2019.

• Performance on public dataset: Yahoo!

• Online A/B test on an e-commerce platform
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Personalized Re-ranking for Recommendation

Changhua Pei, Wenwu Ou, et al. Personalized re-ranking for recommendation. In RecSys, 2019.

• Visualization of the attention weights
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Learning by Observed Signals: Graph Representation Learning
• Personalized re-ranking with item relationships for e-commerce (IRGPR) 

• Item relationships affect the behavior of a user on this list
• Substitutable: items are interchangeable, co-click
• Complementary: items are bought together by users

• Personalized user preferences and intents
• Prices, quality…

Weiwen Liu, Qing Liu, Ruiming Tang, Junyang Chen, Xiuqiang He, and Pheng Heng. Personalized re-ranking with item relationships for e-commerce. In CIKM, 2020.

$10 $100

substitute complement
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Personalized Re-ranking with Item Relationships for E-commerce

Weiwen Liu, Qing Liu, Ruiming Tang, Junyang Chen, Xiuqiang He, and Pheng Heng. Personalized re-ranking with item relationships for e-commerce. In CIKM, 2020.
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Personalized Re-ranking with Item Relationships for E-commerce

Weiwen Liu, Qing Liu, Ruiming Tang, Junyang Chen, Xiuqiang He, and Pheng Heng. Personalized re-ranking with item relationships for e-commerce. In CIKM, 2020.

• Message propagation steps:
Learn item/user representation vectors (ℎ!/ℎ").

ℎ!
($%&) =

1
|𝒩!|

1
(∈𝒩!

𝐴ℎ(
$ .

• Personalized re-ranking:
4𝑦"! = 𝜎 𝑀𝐿𝑃 ℎ"

+ ℎ!
+ .

Item node 𝒗:
𝐴 = 𝑀𝐿𝑃(𝑒!()

User node 𝒖:
𝐴 = 𝑀𝐿𝑃 𝑥" ⋅ 𝑀𝐿𝑃(𝑒!")

item relationships
Intent embedding network

Initial ranking scores
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Personalized Re-ranking with Item Relationships for E-commerce

Weiwen Liu, Qing Liu, Ruiming Tang, Junyang Chen, Xiuqiang He, and Pheng Heng. Personalized re-ranking with item relationships for e-commerce. In CIKM, 2020.

• Amazon Dataset [McAuley’15]
• Also Bought (AB): Users bought 𝑥 also bought 𝑦 across sessions;
• Also Viewed (AV): Users viewed 𝑥 also viewed 𝑦;
• Bought Together (BT): Users frequently bought 𝑥 and 𝑦 (𝑥 and 𝑦 were purchased as part of a 

single basket);
• Buy after Viewing (BV): Users who viewed 𝑥 eventually bought 𝑦.
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Personalized Re-ranking with Item Relationships for E-commerce

Weiwen Liu, Qing Liu, Ruiming Tang, Junyang Chen, Xiuqiang He, and Pheng Heng. Personalized re-ranking with item relationships for e-commerce. In CIKM, 2020.

• Performance on public dataset：Amazon
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Learning by Observed Signals: Limitation
• Trained with the only permutation that is displayed to the users.
• Other 𝑛! − 1 permutation un-explored
• Early-scoring problem

• Learning by observed signals only models the listwise context of the initial lists
• Re-ranking operation changes the listwise context

Scoring before re-ranking Scoring after re-ranking



37

Accuracy-oriented: Learning by Counterfactual Signals
• Challenges

• Scoring after reranking: Impractical to ask for feedback for 
each counterfactual list

• Exponential time complexity: Combinatorial optimization 
problem, 𝑛! Feasible permutations.

• Evaluator-generator paradigm
• Evaluator: Evaluate listwise utility
• Generator: Generate feasible permutations
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Utility-oriented Re-ranking with Counterfactual Context
• Position-aware graph embedding

• Capture item-item and item-position correlations
• Utility-oriented evaluator

• BiLSTM
• Estimate the listwise utility of any permutation

• Reranker
• MLP

• Ideal loss:                                        ⇒ Undifferentiable!
• Pairwise optimization with Lambdaloss

Xi, Yunjia, Weiwen Liu, Xinyi Dai, Ruiming Tang, Weinan Zhang, Qing Liu, Xiuqiang He, and Yong Yu. ”Utility-oriented re-ranking with counterfactual context." arXiv preprint 
arXiv:2110.09059 (2021).

Evaluator

A permutation 𝝅

𝒖𝝅(𝒓)

Reranker

Permutation 𝝅

Score 𝒔𝒊 and 𝒔𝒋

Swap
𝜟𝑼𝒕𝒊𝒍𝒊𝒕𝒚

Item Position
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Utility-oriented Re-ranking with Counterfactual Context: Framework

Xi, Yunjia, Weiwen Liu, Xinyi Dai, Ruiming Tang, Weinan Zhang, Qing Liu, Xiuqiang He, and Yong Yu. ”Utility-oriented re-ranking with counterfactual context." arXiv preprint 
arXiv:2110.09059 (2021).
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Utility-oriented Re-ranking with Counterfactual Context: Experiments

Xi, Yunjia, Weiwen Liu, Xinyi Dai, Ruiming Tang, Weinan Zhang, Qing Liu, Xiuqiang He, and Yong Yu. ”Utility-oriented re-ranking with counterfactual context." arXiv preprint 
arXiv:2110.09059 (2021).

• Performance on two public datasets: MSLR and Yahoo!
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Utility-oriented Re-ranking with Counterfactual Context: Experiments

Xi, Yunjia, Weiwen Liu, Xinyi Dai, Ruiming Tang, Weinan Zhang, Qing Liu, Xiuqiang He, and Yong Yu. ”Utility-oriented re-ranking with counterfactual context." arXiv preprint 
arXiv:2110.09059 (2021).

• Performance on real-world dataset: App Store
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Utility-oriented Re-ranking with Counterfactual Context: Experiments

Xi, Yunjia, Weiwen Liu, Xinyi Dai, Ruiming Tang, Weinan Zhang, Qing Liu, Xiuqiang He, and Yong Yu. ”Utility-oriented re-ranking with counterfactual context." arXiv preprint 
arXiv:2110.09059 (2021).

• Sensitivity to the performance of the initial lists
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Beyond Evaluator-Generator Paradigm

• Design a permutation-invariant model
• Any permutation of the inputs would not change the output ranking

• GSF
• DNN on all feasible permutations

• SetRank
• Multi-head self-attention

Qingyao Ai, Xuanhui Wang, et al. Learning groupwise multivariate scoring functions using deep neural networks. In ICTIR, 2019.
Liang Pang, Jun Xu, et al. Setrank: Learning a permutation-invariant ranking model for information retrieval. In SIGIR, 2020.

SetRankGSF
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Multi-Level Interaction Reranking with User Behavior History

• Exploit personalized preferences from user behavior history in a permutation-invariant model
• The items in history contribute differently to reranking.

• Dynamic interaction between user history and candidate items
• Users’ interests are evolving over time.

• Long-term interest
• Short-term interest

Yunjia Xi, Weiwen Liu, Jieming Zhu, Xilong Zhao, Xinyi Dai, Ruiming Tang, Weinan Zhang, Rui Zhang, and Yong Yu. "Multi-Level Interaction Reranking with User Behavior 
History." In Proceedings of the 45th International ACM SIGIR Conference on Research and Development in Information Retrieval, pp. 814-824. 2022.
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Multi-Level Interaction Reranking with User Behavior History: Framework

• Candidates ⇒ set, user behavior history ⇒ list 
• Cross-item interaction

• Intra-set：self-attention
• Intra-list：Bi-LSTM

• Set2List interaction
• SLAttention

Yunjia Xi, Weiwen Liu, Jieming Zhu, Xilong Zhao, Xinyi Dai, Ruiming Tang, Weinan Zhang, Rui Zhang, and Yong Yu. "Multi-Level Interaction Reranking with User Behavior 
History." In Proceedings of the 45th International ACM SIGIR Conference on Research and Development in Information Retrieval, pp. 814-824. 2022.
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Multi-Level Interaction Reranking with User Behavior History: SLAttention

• Dynamic interaction between set and list
• Set embedding 𝑆, list embedding 𝐿
• Item & feature-level affinity matrix

𝐶,- = tanh 𝑆𝑊,-𝐿.

𝐹/,1 = tanh 𝐸2/𝑊3-(𝐸+
1).

𝐶3- 𝑖, 𝑗 = 1
45&

6

1
75&

6

𝐹/,1(𝑠, 𝑡)𝑊8(𝑠, 𝑡)

𝐶- = 𝐶,- + 𝐶3-

Yunjia Xi, Weiwen Liu, Jieming Zhu, Xilong Zhao, Xinyi Dai, Ruiming Tang, Weinan Zhang, Rui Zhang, and Yong Yu. "Multi-Level Interaction Reranking with User Behavior 
History." In Proceedings of the 45th International ACM SIGIR Conference on Research and Development in Information Retrieval, pp. 814-824. 2022.
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Multi-Level Interaction Reranking with User Behavior History: SLAttention

• Personalized interest decay
𝜃- = 𝑔 𝑝- , 𝑑 = 𝑒./!0!

𝐶 = 𝐶1 + 𝐶1 ⊙𝐷

• Attention

𝑄2 = tanh 𝑆𝑊3 + 𝐶 𝐿𝑊4

𝑄5 = tanh 𝑆𝑊3𝐶

𝐴2 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 𝑄2

𝐴5 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 𝑄5
<𝑆 = 𝐴2𝑆, =𝐿 = 𝐴5𝐿

• The model is proved to be permutation-invariant

Yunjia Xi, Weiwen Liu, Jieming Zhu, Xilong Zhao, Xinyi Dai, Ruiming Tang, Weinan Zhang, Rui Zhang, and Yong Yu. "Multi-Level Interaction Reranking with User Behavior 
History." In Proceedings of the 45th International ACM SIGIR Conference on Research and Development in Information Retrieval, pp. 814-824. 2022.
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Multi-Level Interaction Reranking with User Behavior History: Experiment

• Performance on public two datasets: PRM public and Ad.
• Ranking metrics: MAP, NDCG, deNDCG
• Utility metric: Utility

Yunjia Xi, Weiwen Liu, Jieming Zhu, Xilong Zhao, Xinyi Dai, Ruiming Tang, Weinan Zhang, Rui Zhang, and Yong Yu. "Multi-Level Interaction Reranking with User Behavior 
History." In Proceedings of the 45th International ACM SIGIR Conference on Research and Development in Information Retrieval, pp. 814-824. 2022.
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Multi-Level Interaction Reranking with User Behavior History: Experiment

• Performance on a real-world dataset: App Store

Yunjia Xi, Weiwen Liu, Jieming Zhu, Xilong Zhao, Xinyi Dai, Ruiming Tang, Weinan Zhang, Rui Zhang, and Yong Yu. "Multi-Level Interaction Reranking with User Behavior 
History." In Proceedings of the 45th International ACM SIGIR Conference on Research and Development in Information Retrieval, pp. 814-824. 2022.
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Multi-Level Interaction Reranking with User Behavior History: Experiment

• Visualization of the attention coefficient obtained in SLAttention
• The weights of the same type of items are similar in most cases, such as triangular items.

Yunjia Xi, Weiwen Liu, Jieming Zhu, Xilong Zhao, Xinyi Dai, Ruiming Tang, Weinan Zhang, Rui Zhang, and Yong Yu. "Multi-Level Interaction Reranking with User Behavior 
History." In Proceedings of the 45th International ACM SIGIR Conference on Research and Development in Information Retrieval, pp. 814-824. 2022.
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Qualitative Model Comparison
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Quantitative Model Comparison
• LibRerank: a neural re-ranking library to automates the re-ranking experimentation  

https://github.com/LibRerank-Community/LibRerank
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• Fairness-aware re-ranking

• Emerging applications
• Summary
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Diversity-aware Re-ranking
• Diversity

• Measure the dissimilarity or topic coverage of a re-ranking list
• Accuracy-diversity tradeoff

• Trade-off parameter
• Optimize a specific metric that combines accuracy and diversity like 𝛼-NDCG

• Implicit approach
• Query subtopic is not available at inference
• M2-DIV [Feng et al., 2018], DALETOR [Yan et al., 2021]

• Explicit approach
• Query subtopic is assumed to be available at inference
• DSSA [Jiang et al., 2017], DVGAN [Liu et al., 2020], DESA [Qin et al., 2020]…



55

Diversity-aware Re-ranking: DALETOR
• Motivation

• Directly optimize the diversity-aware metric by a differentiable loss
• “Score-and-sort” instead of “next document”

• Major solution
• Approximate the diversity-aware metric in a soft version
• Propose a listwise scoring function

Diversification-Aware Learning to Rank using Distributed Representation. Yuan et al. WWW 2021.
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Diversity-aware Re-ranking: DALETOR
• Differentiable approximate diversity-aware metric as training objective (e.g.,𝛼-NDCG)

• Original format

• Transformed format

Indicator function approximation

Diversification-Aware Learning to Rank using Distributed Representation. Yuan et al. WWW 2021.
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Diversity-aware Re-ranking: DALETOR
• Neural Architecture

• Distributed representation
• Query-doc cross feature (latent cross)

• Listwise context embedding
• Document interaction network (DIN)

• Output layer

Diversification-Aware Learning to Rank using Distributed Representation. Yuan et al. WWW 2021.
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Diversity-aware Re-ranking: DALETOR
• Neural Architecture

• Distributed representation
• Query-doc cross feature (latent cross)

• Listwise context embedding
• Document interaction network (DIN)

• Output layer

Diversification-Aware Learning to Rank using Distributed Representation. Yuan et al. WWW 2021.



59

Diversity-aware Re-ranking: DALETOR
• Neural Architecture

• Distributed representation
• Query-doc cross feature (latent cross)

• Listwise context embedding
• Document interaction network (DIN)

• Output layer

Diversification-Aware Learning to Rank using Distributed Representation. Yuan et al. WWW 2021.
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Diversity-aware Re-ranking: DALETOR
• Overall Performance • Benefits of the 𝛼-DCG loss

Diversification-Aware Learning to Rank using Distributed Representation. Yuan et al. WWW 2021.
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Diversity-aware Re-ranking: DALETOR
• Latent cross features & listwise scoring • Different approximation of 𝛼-DCG

Diversification-Aware Learning to Rank using Distributed Representation. Yuan et al. WWW 2021.
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Diversity-aware Re-ranking: DALETOR
• Different SA layers • Performance degradation on perturbed

dataset

Diversification-Aware Learning to Rank using Distributed Representation. Yuan et al. WWW 2021.
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Diversity-aware Re-ranking: DESA
• Motivation

• Leverage both novelty and relevance of documents at the same time as a whole
sequence

• Model the listwise interactions between the documents
• Major solution

• Self-attentive network structure

Diversifying Search Results using Self-Attention Network. Qin et al. CIKM 2020.
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Diversity-aware Re-ranking: DESA
• Network architecture

• Document representation (doc2vec)
• Self-attention encoder (candidates and topics)

• Self-attention decoder
• Subtopic document ranking
• Final ranking

Diversifying Search Results using Self-Attention Network. Qin et al. CIKM 2020.
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Diversity-aware Re-ranking: DESA
• Network architecture

• Document representation (doc2vec)
• Self-attention encoder (candidates and topics)
• Self-attention decoder

• Subtopic document ranking
• Final ranking

Diversifying Search Results using Self-Attention Network. Qin et al. CIKM 2020.
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Diversity-aware Re-ranking: DESA
• Network architecture

• Document representation (doc2vec)
• Self-attention encoder (candidates and topics)
• Self-attention decoder
• Subtopic document ranking

• Final ranking

Diversifying Search Results using Self-Attention Network. Qin et al. CIKM 2020.
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Diversity-aware Re-ranking: DESA
• Network architecture

• Document representation (doc2vec)
• Self-attention encoder (candidates and topics)
• Self-attention decoder
• Subtopic document ranking
• Final ranking

Diversifying Search Results using Self-Attention Network. Qin et al. CIKM 2020.
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Diversity-aware Re-ranking: DESA
• Training & Optimization

• Score of ranking list is

• List-pairwise sampling

• The context-based pairwise loss function

Diversifying Search Results using Self-Attention Network. Qin et al. CIKM 2020.
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Diversity-aware Re-ranking: DESA
• Overall performance

Diversifying Search Results using Self-Attention Network. Qin et al. CIKM 2020.

• Effects of different settings
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Fairness-aware Re-ranking
• Item fairness

• Ensure each item/item group receives a fair proportion of exposure
• Mitigating bias such as gender/politics, etc

• Neural fairness-aware methods are less explored
• PLRank [Oosterhuis, 2021], FULTR [Yadav et al., 2021], GEN [Zhu et al., 2021]…
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Fairness-aware Re-ranking: Fairness in Cold Start RS
• Motivation

• The RS should treat different new items fairly in a cold-start scenario
• Existing research focus on warm start scenario

• Solution
• learnable post-processing framework

Fairness among New Items in Cold Start Recommender Systems. Zhu et al. SIGIR 2021.
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Fairness-aware Re-ranking: Fairness in Cold Start RS
• Formalization of Fairness

• Max-Min Opportunity Fairness
• A model ℎ∗ is said to satisfy Max-Min Opportunity Fairness if it maximizes the true 

positive rate of the worst-off item

• The true positive rate of an item

• 𝑀𝐷𝐺6=0 means that item 𝑖 is never recommended to matched users who like it during testing; 𝑀𝐷𝐺6=1
means that 𝑖 is ranked at the top position to all matched users during testing

Fairness among New Items in Cold Start Recommender Systems. Zhu et al. SIGIR 2021.
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Fairness-aware Re-ranking: Fairness in Cold Start RS
• Data-driven Study

• Empirical results of four algorithms on ML1M

Fairness among New Items in Cold Start Recommender Systems. Zhu et al. SIGIR 2021.
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Fairness-aware Re-ranking: Fairness in Cold Start RS
• Data-driven Study

• MDG of items in ML1M

Fairness among New Items in Cold Start Recommender Systems. Zhu et al. SIGIR 2021.
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Fairness-aware Re-ranking: Fairness in Cold Start RS
• Learnable Post-processing Framework 

• Requirement-1: promote under-served items so that their distributions of matched-
user predicted scores

• Requirement-2: for every user, the predicted scores follow the same distribution

Fairness among New Items in Cold Start Recommender Systems. Zhu et al. SIGIR 2021.
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Fairness-aware Re-ranking: Fairness in Cold Start RS
• The Joint-learning Generative Method

• Framework & Intuition

• 1st: Get the target distribution $𝑃

Fairness among New Items in Cold Start Recommender Systems. Zhu et al. SIGIR 2021.
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Fairness-aware Re-ranking: Fairness in Cold Start RS
• The Joint-learning Generative Method

• Framework & Intuition

• 2nd: Update the autoencoder (the re-ranker)

Fairness among New Items in Cold Start Recommender Systems. Zhu et al. SIGIR 2021.
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Fairness-aware Re-ranking: Fairness in Cold Start RS
• The Score Scaling Method 

• Intuition: up-scales the ratings of the unpopular items and down-scales ratings for 
popular items of high popularity

• Train the autoencoder (the re-ranker) by the loss

Fairness among New Items in Cold Start Recommender Systems. Zhu et al. SIGIR 2021.
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Fairness-aware Re-ranking: Fairness in Cold Start RS
• Overall Performance

Fairness among New Items in Cold Start Recommender Systems. Zhu et al. SIGIR 2021.

• MDG of all Items

• Group-level fairness
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Fairness-aware Re-ranking: Mitigating Societal Bias
• Motivation

• Mitigating societal bias in search results such as gender/politics biased results
• Structure

Mitigating Bias in Search Results Through Contextual Document Reranking and Neutrality Regularization. Zerveas et al.
SIGIR 2022.
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Fairness-aware Re-ranking: Mitigating Societal Bias
• Training Objective

• Relevance loss

• Neutrality loss

• Neutrality score (based on pre-defined protected words such as gender)

Mitigating Bias in Search Results Through Contextual Document Reranking and Neutrality Regularization. Zerveas et al.
SIGIR 2022.



82

Fairness-aware Re-ranking: Mitigating Societal Bias
• Overall Performance

Mitigating Bias in Search Results Through Contextual Document Reranking and Neutrality Regularization. Zerveas et al.
SIGIR 2022.
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Fairness-aware Re-ranking: Mitigating Societal Bias
• Controllable Regularization

• The utility-fairness trade-off is more controllable and predictable

Mitigating Bias in Search Results Through Contextual Document Reranking and Neutrality Regularization. Zerveas et al.
SIGIR 2022.



84

Outline
• Introduction

• Multi-stage recommender systems
• Neural re-ranking

• Single objective: Accuracy oriented
• Learning by observed signals
• Learning by counterfactual signals
• LibRerank library 

• Multi-objective
• Diversity-aware re-ranking
• Fairness-aware re-ranking

• Emerging applications
• Summary
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Emerging Applications: Integrated Re-ranking
• Display a mix of items from sources with heterogeneous features
• The input is extended from a single list to multiple lists
• RL or hierarchical self-attention structure

Ruobing Xie, Shaoliang Zhang, Rui Wang, Feng Xia, and Leyu Lin. Hierarchical reinforcement learning for integrated recommendation. In AAAI, 2021.
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Emerging Applications: Edge Re-ranking
• EdgeRec: generates initial ranking lists on cloud, and conducts re-ranking with instant 

feedback on mobile devices

Yu Gong, Ziwen Jiang, Yufei Feng, et al. Edgerec: recommender system on edge in mobile taobao. In CIKM, 2020.
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Emerging Applications: Jointly Optimization
• Joint Optimization of Multi-Stage Cascade Systems

• Ranking Re-ranking

Jiarui Qin, Jiachen Zhu, Bo Chen, et al. RankFlow: Joint Optimization of Multi-Stage Cascade Ranking Systems as Flows. In CIKM, 2022.
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Conclusion

• Learning by observed signals is less noisy 
and easier to train, but ignores other 
possible permutations

• Learning by counterfactual signals 
considers all feasible permutations, but the 
performance depends highly on the quality
of the evaluator

• Single objective reranking model focus on 
the design of the listwise context modeling.

• Multi-objective reranking emphasize more 
on the balance between the objectives.

Neural re-ranking has become a trending topic
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Future Directions
• Sparse feedback: 

• Only the feedback for the displayed lists can be observed
• Personalization for diversity/fairness: 

• Personalization is the core of recommender systems
• Personalization for diversity/fairness remains less explored

• Tradeoff between multiple objectives: 
• Automatic balance between multiple objectives

• Diversity/fairness for integrated re-ranking:
• Study the combined diversity effect for multiple channels
• Explore the exposure fairness for multiple channels

• Model personalization and compression:
• Each user has a personalized re-ranking model on the device
• Edge models are required to be light weight and are low power consumption

• Joint training of multi-stage recommender systems: 
• Utilize information learned by other stages (e.g., parameter transfer, gradient transfer)
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THANKS


